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I. INTRODUCTION 

T h i s  report describes t h e  resu l t s  o b t a i n e d  on 
DRI Ploject NO. 3538 which e x t e n d e d  f r o m  1 July 1955 
t o  31 December 1957. The o b j e c t i v e  of t h e  r e s e a r c h  
was t o  d e v e l o p  analysis and syi1thesi .s  t e c h n i q u e s  for  
g e n e r a l  l i n e a r  sys t ems  w i t h  einphasis upon t h e  d e v e l o p  
ment of methods t o  minimize the s e n s i t i v i t y  of optimal 
c o n t r o l  systems t o  l a r g e  parameter  v a r i a t i o n s ,  

During the period of s t u d y  t h e  p r i n c i p a l  i n v e s t i -  
gators s u p e r v i s e d  t h e  3 d i s s e r t a t i o n s  and 4 p u b l i c a -  
tions l i s ted  in S e c t i o n  ILI of t h i s  report, These 
p u b l i c a t i o n s  c o n t a i n  the most significant r e s u l t s  ob- 
tained in t h i s  study. 

- 1- 



.." 2." 

11.. SI3K?RY OF RESULTS OF THE RESEARCH EFFORT 

Durinq the course of t h e  research f i v e  distinct 
results were obtained. 

A. A method has been developed for a n a l y t i c a l l y  
determining the optimal coi2trol for a Linear sys- 
tem w i t h  respect t o  a performance functional. that  
i-ncl-udes trajectory sens i - t iv i ty .  S p e c i f i c a l l y ,  
the control Law p has been found for t h e  system 
described by the state-vari-able d i f f e r e n t i a l  
eauat i o n  

so t h a t  t h e  performance i n d e x  J is minimized: 

where 0 ,  R and S are posi . t ive definite matrices 
and the trajectory sensitivity vector v is  de f ined  
by 

a d  

w h e r e  A is a system parameter appearinq on ly  in A, 
N~rnerical  d e t e r m i n a t i o n  0% t h e  optimal-control law 
i s  achieved by the s o l u t i o n  of a nonl inear  a l g e b r a i c  
matri.x equation, Implementation af +,he opti-mal con- 
t ro l  remires generat ion of t h e  2 vector which is 
done kn a straight-forward manner :  for an n-th 
order system, the trajectory sensitivity vector 
v rewires il i n t e g r a t o r s  for its s imula t ion  l* . - 

B .  A design a lgo r i thm was deveioped for  the minimization 
of a cost f u n c t i o n a l  which i nc ludes ,  i n  addition 
to s t a t e  and control  v a r i a b l e s ,  a measure of sensi- 
tivity+. This  algorithm was used to solve a problem 
of practical. i n t e re s t :  a f l e x i b l e  b a l l i s t i c  mis s i l e  
in powered f l . i ~ h k .  Cbrnpar r'sons were made w i t h  opt i.- 
mal des iqns  which icclude sensitivity and those 
t h a t  do not ,  The eff icacy of u s i n g  a measure of 

'2Numbers refer eo pub l i ca t i ons  l i s t ed  i n  S e c t i o n  1x1. 
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s e n s i t i v i t y  in the performance i n d e x  was demonstra- 
ted2,4. 

C ,  A t e c h n i s u e  was developed f o r  compensator d e s i g n  
which i n c l u d e s  constraints on peak t i n e ,  o v e r s h o o t ,  
s e t t l i n g  t i m e ,  peak value of the controller o u t p u t ,  
and velocity error c o n s t a n t ,  A basic  f e a t u r e  of t h e  
d e s i g n  technique i s  t h e  formation of a figure-of- 
mer i t ,  which is a l i n e a r  combina t ion  of t h e  d e s i q n  
o b j e c t i v e s ,  and  a min imiza t ion  by adjustment and 
a d d i t i o n  of compensator gain, poles and zeros under 
the  c o n t r o l  of a m t ~ l t i l e v o l  decision procedure .  
Exanples show a favorable comparison t o  several 
other s y n t h e s i s  t e c h n i a u e s  . 3 

D, A method was developed for o b t a i n i n g  the optimal 
c o n t r o l  law for plants c o n t a i n i n g  a randomly slowly- 
v a r y i n g  parameter whose probability d e n s i t y  f u n c t i o n  
is known. The necessary  c o n d i t i o n s  for  t h e  o p t i m a l  
c o n t r o l  law were derived n s i n g  t h e  calculus of va r i a -  
t i o n s ,  and a method advanced €or approx ima t ing  t h e  
optimal c o n t r o l  law i n  closed-loop f a s h i o n .  Numer -  
i c a l  examples have been worked and the results com- 
pared wfth both op t ima l  c a n t i  01 systems d e s i g n e d  
a b o u t  the nominal value of t h e  p a r a m e t e r ,  and a n  
a d a p t i v e  system whose control law changes  to t h e  
optimal for t!ie existing parameter value5, 7. 

E. A des ign  procedure was developed which assumed t h e  
plant i n p u t  t o  be a combina t ion  of p l a n t  s t a t e s  and  
approxintate  s e n s i t i . v i t y  funckions. Necessary  condi -  
tions were developed and examples worked t o  i - l lus-  
t r a t e  the m e t i i d " ,  
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III. PUBLICATIONS RELATED TO THE RESEARCH EFFORT 

The f o l l o w i n g  p u b l i c a t i o n s  w e r e  prepared by or 
under  t h e  direction of the pri-nci-pal  i n v e s t i g a t o r s  
d u r i n g  t h e  period of s tudy .  

1. 

2, 

3 .  

4. 

5 .  

c 
3 .  

7 .  
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" T r a j e c t o r y  S e n s i t i v i t y  of an Opt imal  C o n t r o l  
System" , Proceed inqs  of e Fourth Annual Allerton 
Conference ,  pp. 489-498, Univc r s i  t y  of I l l i n o i s ,  
October 1965. 
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O p t i m a l  C o n t r o l  System of Fi-xed S t r u c t u r e " .  Ph.D. 
D i s s e r t a t i o n ,  U n i v e r s i t y  of Drnver, May 1947. 

Hauser ,  F,D- and Moe, M.L.,  " A  Computer-Aided Desiqn 
Technicrue for Sampled-Data C o n t r o l  Systems" , D i q e s t  
of t h e  F i r s t  Annual IEEE Cornputer Conference ,  
pp. 59-72, C h i c a g o ,  I l l s n o i s ,  September  1957. 
-- 
Kendr i cks ,  T.C. and  D' Angelo, H. , "An Optimal F;xed 
C o n t r o l  S t r u c t u r e  Deslgn w i t h  Mi.nimaP S e n s i t i v i t y  
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A l l e r t o n  Conference  on C i r c u i t  & System Theory, 
pp. 142-151, U n i v e r s i t y  of XUinois, October  1957, 

D' A n g e l o ,  K, and Pa*Lri.ck, L.B. , " O p t i m a l  C o n t r o l  
of Plants w i t h  Random Slowly-Varying P a r a m e t e r s " ,  
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sity of Denver,  October  1957. 

P a t r i c k ,  L.B. , "Opt imiza t ion  of Random Systems by 
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A COMPUTER-AIDED DESIGN TECHNIQUE FOR 

~ f j & = % 3 5 ~ ~  P SAMPLED-DATA CONTROL SYSTEMS 

F. D. Hauser . M. L. Moe 

I 

1 . 1  
I I 

1 Martin-Marietta- Corp .  University of Denver 
Denver, Colorado Denver, Colorado I 

I ' ?  

I I 

ABSTRACL'. A technique is presented for compensator design which includes con- 
straints on peak time, overshoot, settling time, peak value of the controller output, 
and veJocity error constant. A basic feature of the design technique is the formation 

. of a figure-of-merit, which is a linear combination of the design objectives, and a min- 
. imization by adjustment and addition of compensator gain, poles, and zeros under the 
: control of a multilevel decision procedure. Examples are given showing favorable com- 

parisoms to several other synthesis techniques. 

INTRODUCTION 

Several design techniques for sampled- 
data compensators have been proposed 
[2 - 83. However, each allows only a 
limited number of design specifications 
and generally results in cancellation of 
poles and zetos. The computeq-aided de- 

. sign technique described,does not result 
, in pole and zero cancellation and allows a 

e' variety of shecifications to be used. The 
particular specifications used for the de- 

: velopment of the procedure include peak 
time, overshoot, settling time, peak sig- 
nal input to the controlled system, and 

.the velocity error constant. But the gen- 
eral technique need not be limited to 
these. The design technique is a search 
procedure as opposed to analytical synthe- 

- sis. A figure-of-merit, which is a linear 
combination of the design objectives, is 
generated and then minimized by adjusting 
the compensator gain, poles, and zeros 
under the control of a multilevel decision 
procedure. I 

- 

The procedure starts by attempting 
gain compensation, and if' this fails it 
graduaily adds poles and zeros until an 
acceptable design is achieved. Both real 
and complex poles and zeros may be used. - Since the technique uses only the response 
of the fixed portion of the system, the 
approach does not become more involved as 
the order of the. system increases. The 
complexity of the compensator is related 
to the difficulty of achieving the design 

the system. 
- -  objectives rather than the complexity of ' 

I - THE PROCEDURE 

The deeign procedure eyntheeizee com- 
PenSatOrs of arbitrary complexity Using 

. both real and complex poles - and zeros; 
however, for simplicity, the procedure 

' Will be described for a compensator con- I 

sisting of a gain, one pole and one zero. 

A figure-of-merit, FM, is defined 

where C1, C2, C3, and C4 are arbitrary 
weighting factors, E, is the maximum error 
after the specified settling time, T is 
the time to the peak, the veloeity 
error constant, and M, the peak signal 
into the fixed portion of the system. When 
comparing two compensators, the one with 
the smaller value for FM is considered the 
better. When a particullar specification 
is satisfied for both compensators,it is 
deleted from the figure-of-merit calcula- 
tion. This allows the search to concen- 
trate on those specifications that are not 

I i 
yet met. I I 

I 

1. The design begins with what is termed 
a brute-force search (BFS) where combina- 
tions of pole and zero locations on the , 

real axis inside the unit circle are con- 
sidered. Large increments can be used in 
this search. For each pole and zero com- 
bination,the gain is adjusted to bring the 
overshoot within the specifications, if 
possible. If it is not possible, the par- 
ticular pole and zero combination is elim- 
inated from further consideration. For 
each pole and zero combination where the 
overshoot requirement can be satisfied, the 
value of FM is computed. As the search 
progresses,the lowest value of FM and the 
compensator which produced it are recorded 
and updated as better compensators are en- 
countered. 

If a suitable compensator has not been 
found at the end of the BFS, the program 
continues with a vernier search about the 
best pole and zero locations found in the 
BFS. In thir rearch the pole and zero are 
alternately shifted with decreasing atep 
size until FM is minimized, or a suitable 
compensator found. The gain is used to 
c'ontrol the overshoot during the vernier 
search also. The use of gain to control 
overshoot created a two level search pro-' 



cedure which was much more efficient than 
one which considered gain as a parameter, 
on the same level with a pole or zero, and 

Truxal's synthesis technique developed for 
coptinuous systems r8]. Kqo's design does 
not consider'the settling time, T,, or the 

included overshoot in the figure-of-merit. ' pe'ak value of the controller output, M,. 
Por the computer-aided design, the values 
used for T, and M, were the actual values 

end of the vernier eearch,the bent cornpen- obtained from KUO'S solution. This, of 
sator found is kept as a fixes compensator. ' course, puts more severe restrictions on 

If the design is not completed at the 

Then an additional pole and zero is intro- 
duced and the procedure is repeated start- 
ing with the BFS again. This process may 
continue until a desired solution is found 
the compensator has exceeded the allowed 
complexity, or the program executionYtime 
exceeds the specified limit. 

If complex poles and zeros are allowed, 
the program first attempts to use a real 
pole and zero. If this fails, complex 
poles and zeros are introduced using a BFS 
and then a vernier search as with real 
poles and zeros. Of course, . the search 
procedure is more complex and time consum- 
ing since four, rather than two, parame- 
ters are used. 

The design procedure has been compared 
with seven design techniques on five dif- 
ferent problems with very favorable re- 
sults [l]. The following example will il- 
lustrate the results obthined. 

Example I 
The effectiveness of the technique may 

be illustrated by comparing its solution 
with that obtained by Kuo on an example 
problem [SI. The fixed parts, of the sam- 
pled-data system with zero-order hold are 
described by the transfer function 

where the sampling period, T, is 0.1 sec- 
onds. The Z-transform is 

p(z) = J.005) (~-.9) 
(2-1) (Z-.905). 

The specifications to be realized are: 

1) The damping ratio, 5 = .707 
7) The-peak time, s 0.3 seconds 
3 )  The overshoot, 4 10 per cent 
4) The velocity error constant K,, 2 5. 

? 

5 
seconds-'., r 

The peak time, overshoot, and damping 
ratio are related, and since the program 
does not include provisions for damping 
ratio it was not explicitly used. 

KuO'B method €or discrete compensation 
of Sampled-data systems is an extension of 

. -  
the computer-aided solution than necessary. 

Table 1 contains$ a summary of the re- 
sults of Kuo's solution, as well as two 
separate solutions by the computer-aided 
design technique. The compensators re- 
sulting from the various techniques were 
as f~llawst 

Kuo's Solution: 
2-0.07 37) ( 2-0.905) 

D(z) = 13' ( (2-0.23)(2-0.9) 
Computer Solution #1: 

2-0.1 
D(z) = 127.48 2-0.25 
Computer Solution #2r 

D(z) = 200.11 

Solution #1 has very similar properties to 
that of Kuo's. The response, as shown in 
Fig. 1, indicates that solution #1 has 
slightly more damping than KUO'S. However 
the computer-aided design used only a sin- 
gle pole and zero while Kuo's technique 
required a second order compensator. 

The second solution illustrates that a 
simple design tends to result whenever 
possible. In this case, when the peak ,. 
output of the controller was not restrict- 
ed, only a gain was needed to obtain ap- , 

proximate deadbeat response. The solution - 

as shown in Fig. 1, is within 0.5 per cent 
of the final value from the first sample 
onward. The closed-loop transfer function 
with compensator #2 is given by 

= (1.00056) (Z-.9) 
R ( Z) (z-. 005) (Z-.899441) 

and indicates that the solution is well 
behaved between samples. The suitability 
of this solution is dependent upon the 
reason for the requirement of a damping 
ratio of 0.707. If this figure was chosen 
to allow a reasonable overshoot and fast 
response, then the requirement could be 
changed to 5 2 .707 and solution #2 would 
certainly be the best. - 
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1) Design Specifications 

2)  KUO'R Solution 

CONCLUSIONS 

A technique for computer-aided compen- 
sator design is presented which is not de- 
pendent on the complexity of the fixed 
portion of the system. The procedure is 
general and could be easily extended to 
include additional design specifications, 
e.g., mean-squared-error, bandwidth, gain 
margin, phase margin,' etc. Although not 

-. tested ab yet, it would appear that the 
, ' procedure can also be extended to nonlin- 

ear and continuou,s systems, and because of 
its organization, could make effective use 
of facilities for hybrid computation. 

_- 
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